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Abstract 

This study aims to develop and examine the effectiveness of the Recurrent Neural Network (RNN) model incorporating 

Genetic Algorithm (GA) in forecasting real estate prices. Real estate prices have a significant impact on a country’s 

financial system. Therefore, the ability to accurately forecast its price is valuable. A set of data containing 5.4 million 

unique records of real estate with their prices is used in the study. The data set, which spans from 2018 to 2021, contains 

twelve independent variables and one dependent variable. We preprocessed the data set to reduce noise and outliers that 

could potentially lead to poor model performance. The RNN model was selected because (GA) optimises the 

hyperparameters in the Recurrent Neural Network (RNN) hidden layer to optimise the performance of the RNN model. 

Relative Root Mean Squared Error (RRMSE), Root Mean Square Error (RMSE), Mean Absolute Percentage Error 

(MAPE), and Mean Absolute Error (MAE) examine the effectiveness of the RNN-GA model.The results show that the 

RNN-GA outperforms RNN and the traditional statistical models used in the real estate industry. This study provides an 

understanding of the effectiveness of incorporating GA in optimizing the RNN model for real estate price forecasting, 

which could benefit stakeholders in the real estate industry and sustain the financial system. This study uses a novel hybrid 

RNN-GA model for predicting housing prices with a large dataset. 
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1. Introduction 

Real estate prices have been a major concern for people and real estate marketers, especially in emerging countries. 

Since banks have been using real estate as deposits and lending mortgages to people. This resulted in real estate prices 

exerting a significant influence on the financial system [1]. This made the ability to forecast real estate prices valuable. 

Traditional forecasting models have difficulties in accurately forecasting real estate prices due to political, social, and other 

factors [2]. On the other hand, the rising trend of technology also causes terms and concepts like Artificial Intelligence and 

Machine Learning to be more widespread and commonly known [3]. Therefore, statistical models like RNN can be used to 

assist in forecasting real estate prices by using a large real estate dataset. Other than that, real estate is considered the 

largest asset class. It is important to take note of this because the movement of real estate prices affects the whole financial 

system because people tend to lend mortgages from the bank and use real estate as collateral. Therefore, it is best to be able 

to forecast the price of real estate to be able to differentiate between better or worse deals and identify the risk of investing 

in real estate [4]. 

This study focuses mainly on developing and evaluating the performance and effectiveness of the RNN model that 

incorporates GA in forecasting the price of real estate. Furthermore, this study aims to also build a statistical model to 

estimate the real estate’s price employing Recurrent Neural Network incorporating Genetic Algorithm. In addition to that, 

this study aims to train the statistical model using various methods such as Exploratory Data Analysis, Train Test Split, and 

Feature Engineering. Lastly, this study will also test the statistical model using RRMSE, RMSE, MAE, and MAPE.  

 

2. Literature Review  
Previous studies have tried to use machine learning (ML) algorithms and techniques to forecast real estate prices. For 

instance, Random Forest(RF), Levenberg-Marquardt (LM), Linear Regression (LR), Decision Tree (DT), Gradient Boost-

ing Machine (GBM), hybrid method of Autoregressive Integrated Moving Average (ARIMA), Ensemble Empirical Mode 

Decomposition (EEMD), Long Short-Term Memory (LSTM), Long short-term memory with modified Genetic Algorithm 

(GA-LSTM), Group Method of Data Handling (GMDH), Neural Network (NN), Least Squares Support Vector Regression 

(LSSVR), Multiple Regression Model (MRA) and Artificial Neural Network (ANN), Light Gradient Boosting Machine 

regression (Light GBM), Modified Holt's Exponential Smoothing with Whale Optimization Algorithm (WOA-MHES), 

Autoregressive Integrated Moving Average (ARIMA), and Particle Swarm Optimization Bagging Artificial Neural 

Network System (PSO-Bagging ANNs) [2, 4-17]. 

D'Acci [18] states that there are several factors affecting the real estate price, including internal factors and external 

factors. The internal factors include building specifications such as the exterior appearance of a building, interior aesthetics, 

physical structures of properties, and so forth, whereas the external factors are the properties of the surrounding areas which 

consists of the public transportation, distance to Central Business District, as well as the area's quality such as quality of the 

urban environment, greenery, community surrounding, and shops. The author concludes that the quality of urban areas 

determines property values. In other words, when there is an improvement in the quality of urban areas, the value of the 

property will increase accordingly. The Turin study demonstrates that a 1% improvement in site quality leads to a 0.58% 

increase in house value and a 142% increase in property value, even with minor changes in the neighborhood [18]. Also, a 

previous study supports the notion that structural characteristics, ease of access, and service amenities impact the real estate 

market in Shanghai, resulting in a pattern of concentric rings [19]. 

On the other hand, several variables can have a notable impact on real estate prices in Shenzhen, China [20]. These 

variables include the distance between real estate and the city center, greens around the apartment, density of population, 

estate management fee, and level of economics. Additionally, we should amend several traditional factors associated with 

the educational sector to align with the current state of the real estate market. Subsequently, their research consists of the 

process of integrating the XGBoost and Hedonic Price Model (HPM) in specific to produce a practical output and better 

understand the relationships between real estate prices and influential factors [20]. These findings are relatively crucial for 

policymakers and developers who wish to implement projects consisting of fair housing policies and comfortable 

neighborhoods. 

As previously mentioned, RF is a widely used traditional method for forecasting real estate prices. The RF algorithm 

can forecast since it uses decision trees as a regression technique. Until the conditions are satisfied, the decision tree divides 

the input into two or more child nodes. Each of these nodes then forecasts the values, combining and averaging the results 

[21]. One of the previous studies conducted by Tchuente and Nyawa [4] was able to find that the RF algorithm and the 

neural network tend to perform better in forecasting the price of the real estate of French cities than other methods that do 

not take geographical coordinates into account, while algorithms such as RF, Gradient Boosting (GB), and Ada boost (AB) 

tend to perform better when geographical coordinates are taken into account. As a result, RF was able to obtain a value of 

47,992 in RMSE loss and 30,225 in MAE loss. However, there was a limitation in RF from the study in that 

hyperparameter settings are very confusing, unlike models such as neural networks, where the hyperparameters are more 

direct and easier to understand [22]. 

Furthermore, earlier research showed that ML uses self-evaluating algorithms to try to forecast the future trends or 

behaviors by learning historical data. A similar theory underlies the prediction of house prices in Pakistan [6]. Pakistanis 

often have difficulty in computing property prices, and external factors must be considered to refine the prediction’s 

accuracy. To address this, ANN and LR, as ML algorithms, have been successfully applied to housing price prediction. In 

their study, they have used three ML algorithms, DT, RF, and LR, to predict the price of real estate using the Defence 

Housing Authority (DHA), Karachi Defence data set in real time. We can evaluate the efficiency and quality of these 

regression models by calculating the MAE. Comparing the results of the three models, RF outperformed the best results, 
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both in terms of a high accuracy rate of 98.08%and a MAE value of 3799622.3401656877. In short, the developer intends 

to use the results generated by the house prediction system for two main purposes: firstly, to forecast the appropriate selling 

price of real estate; and secondly, to assist buyers or sellers in purchasing a house that fits within their budget constraints. 

Moreover, another study conducted by Xu and Zhang [17] used the LM algorithm with 3 hidden neurons and a training 

ratio, validation ratio, and testing ratio of 70%, 15%, and 15%, respectively for forecasting real estate prices for one 

hundred cities in China. The LM algorithm works very similarly to the ANN, where it acts as a supervised learning 

algorithm that can be implemented in all kinds of situations [5]. They were able to provide accurate forecast results for real 

estate prices using the model with an average RRMSE score of 0.98, 1.01, and 1.00 for the data set used. 

Other than that, Ho, et al. [7] utilize several ML algorithms, namely RF, Support Vector Machine (SVM), and GBM, 

to forecast house prices. When comparing these three algorithms, GBM and RF perform better than SVM since both 

algorithms could generate the house price estimate more accurately and with a lower forecast error. To forecast the price of 

homes in Hong Kong, the study used linear and non-linear ML techniques with 39,554 housing transaction records from 

June 1996 to August 2014. The size of the property, its geographic location, and the features it offers are among the critical 

factors that can affect the price [9]. The performance metrics associated with RF are 0.00795 (MSE), 0.08918 (RMSE), 

0.32270% (MAPE), and GBM which is 0.00793 (MSE), 0.08903 (RMSE), and 0.32251% (MAPE) also unambiguously 

outperform those of SVM, 0.01422 (MSE), 0.11925 (RMSE),and0.54467% (MAPE). Although SVM did not perform well 

in this forecasting, the study showed it is still a valuable algorithm for fitting data since it can generate reasonably precise 

predictions. 

Li, et al. [19] conducted a study that developed a multiscale analysis paradigm using EEMD and compared it with 

models like SVR, ARIMA, and the polynomial function to examine the effectiveness of the proposed model in forecasting 

house prices under the effects of extreme events like changes in mortgage policy, adjustments to the down payment ratio, 

and many more. To generate short-term forecasts, the ARIMA model is highly effective and consistently performs better 

than complex structural models [23]. The study uses the dataset from 2005 to 2018, which is up to 156 months, to predict 

housing prices in Beijing. The results showed that the proposed model had the lowest error rate, which is 3174 RMSE and 

5,62% MAPE. Despite outperforming other models, the study aims to enhance and broaden the understanding of the impact 

of specific local regulations on house prices [8]. 

Aside from that, Liu and Liu [9] proposed GA-LSTM to tackle the traditional models’ issues, which are ineffective in 

tackling nonlinear problems and have severe limitations on input variables. This modified GA allows feature selection and 

can optimize hyper-parameters of model, such as the number of hidden layers (NHL). The authors of this study 

incorporated the Shenzhen real estate data set for 2010 to 2017 with the chosen model and found that the GA-LSTM 

approach performs well in terms of precision in forecasting housing prices. This study also conducted the proposed model 

using various NHLs and various numbers of units in each hidden layer (NUHL) to evaluate its performance. The proposed 

model for this study was able to obtain an evaluation score of 41 (RMSE), 40 (MAE), and 0.06% (MAPE) with the 

hyperparameter setting of 3 hidden layers and with Monika [14]; Nazemi and Rafiean [10] and Ge, et al. [13] neurones in 

their respective hidden layers in the proposed model. However, according to Liu and Liu [9] this model took a long time to 

deploy, although it produced good results and may lead to weak performance when there is a small dataset. This can be 

proven by a previous study, which stated that when NHL is higher, the longer the time taken to train the neural network 

[24]. In the ANN, model performances are greatly influenced by hidden layers, where accuracy and time complexity are the 

key limitations in the case of complex issues. 

Nazemi and Rafiean [10] proposed the deployment of a GMDH to forecast the price trend in the housing market of 

Isfahan City in Iran. Data from several boroughs of Isfahan City was collected every six months from 1995 to 2019 to 

forecast the price of housing. The authors took Isfahan City as an example and obtained a result of 3.26% for MAPE, 4.98 

for RMSE, and 24.84 for MAE. Despite the seemingly acceptable results, the authors note that they only selected a limited 

number of factors due to the absence of reliable data on the influence features, and they believe that incorporating more 

variables in the future could enhance the model’s accuracy.  

Apart from that, real estate price prediction has always been inevitable in the modern world, which is why real estate 

agents often rely on the results given to make informative decisions. The objective of this research is to forecast the values 

of houses using existing historical data and various ML models. This research has included general regression neural 

networks, back propagation neural network, LSSVR, and classification and regression trees. Based on the numerical results 

of MAPE, the LSSVR model performed relatively better than the rest of the ML models [11]. The average MAPE values of 

LSSVR with selected attributes and the LSSVR models without attribute selection obtained in this research are 0.228% and 

1.676%, respectively Xu [11]. 

Pai and Wang [12] constructed a forecasting model used to forecast real estate auction prices with MRA and ANN in 

conjunction with each other. In this study, the researchers extract data from Ghana apartment auctions that fall between the 

time range of 2016 and2020 to initiate the evaluation of the forecasting models. The ANN model was stated to have 

established a relatively better performance compared to Multiple Regression Analysis and efficient zonal segmentation in 

terms of the evaluation of auction prices. The MAPE values obtained by both forecasting models are 15.11% and 16.55%, 

respectively, which indicates the advantage of ANN over MRA. On the other hand, the RMSE values scored by MRA and 

ANN have been recorded at 0.0042 and 0.0044, respectively [12]. 

In retrospect, the Python programming language is involved in this research for various regression methods of 

supervised machine learning. In doing so, future house prices are determined based on independent variables solely relying 

on the calculation of error value. We have used algorithms like Light GBM, RF, SVR, and XGBoost in this study to 

forecast real estate values. We will use the predicted result to evaluate the different algorithms based on their accuracy. The 
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examination results eventually indicate that the Light GBM method obtains the highest accuracy among the rest according 

to performance score of 0.906766, 1.100254e+10 MSE, and 119034.779432 RMSE [13]. 

Other than that, the MLR models and neural networks are the prioritized machine learning models used in this research 

to forecast housing prices, fed with a dataset of second-hand real estate data in Shenzhen, China. The author obtains a result 

that indicates that the neural network is relatively better. Additionally, this study claims that consumers and real estate 

professionals intuitive understand the key factors that significantly influence housing prices through the MLR. The result of 

this study shows that MLR obtains slightly lower goodness of fit value compared to the neural network, whereas the neural 

network gains an advantage over MLR when it comes to mean square error [10].  

Liu and Wu [15] developed a hybrid model to predict real estate price trends in various Chinese cities. The authors 

introduced a modified Holt's exponential smoothing (MHES) method that uses historical data to forecast housing prices, 

which has been proven to produce superior forecast performance [14]. To further enhance the accuracy of their predictions, 

the authors integrated a whale optimisation algorithm (WOA) into their model. The author used RMSE, MAPE, and 

SMAPE to evaluate the performance of the model in this study. The WOA-MHES model yielded the best RMSE of 

138.8579, while the grey model (GM), ARIMA, and backpropagation neural network (BPNN) resulted in RMSE values of 

599.3756, 303.5995, and 1041.0500, respectively [14]. The WOA-MHES model also produced the best MAPE result 

among the four models at 0.79%.The WOA-MHES models appear to exhibit a lower level of power prediction error and 

demand less computational time compared to conventional models, making them the most appropriate models for 

implementation in this study [25]. The WOA-MHES model was effective in analyzing various data characteristics, 

including the level and trend, which resulted in its superior prediction performance. The study used real estate price data 

from four cities with different economic statuses and provided a valuable tool to study China's real estate prices and 

formulate housing policies [14]. In future studies, the authors plan to incorporate additional factors and further optimize the 

MHES method.  

In the next study, Wang, et al. [2] used a deep learning model to predict real estate prices using TensorFlow. The 

model utilized the Adam optimizer and the Rectified Linear Unit (ReLU) activation function, whereas the ARIMA was 

used to forecast real estate price trends [2]. ARIMA is a forecasting method that combines three statistical models: AR, 

MA, and ARIMA. ARIMA model is a useful tool to characterize time series data. The reason is that this model provides an 

autocorrelation function, which allows it to capture the stochastic behaviour of the data and uncover important information 

effectively, such as trends, random fluctuations, cyclic patterns, periodic components, and serial correlation [26]. The 

researchers looked at how well the model worked by using RMSE and MRE metrics and compared the outcomes to those 

found with a support vector regression (SVR) model [2]. The ARIMA model exhibited superior training and testing 

performance relative to the SVR model, with RMSE values of 5393 and 7671, and MRE values of 0.19 and 0.22 for the 

train and test phases, respectively. In contrast, the SVR model produced RMSE values, 9024 and 10216, and MRE values 

of 0.23 and 0.25 for the training and testing phases, respectively. In general, the results have shown that ARIMA is more 

effective in predicting house prices than the SVR model and that the predicted trends are consistent with the actual market 

conditions Wang, et al. [2]. 

Chou, et al. [16] provide a concise overview of ML methods for house price prediction in their most recent work. The 

authors decided to use the Taiwan data set that represents the price of the housing transaction in Taipei City [15]. In this 

research, the effectiveness of four different AI house price prediction techniques, such as ANN, SVR, Classification and 

Regression Trees (CART), and LR, is evaluated. The authors used metrics such as the Pearson's correlation coefficient, 

MAPE, RMSE, MAE, and the Synthesis Index (SI) to evaluate the effectiveness of the model [15]. The model achieved an 

R value of 0.970, an RMSE 3,390,016, MAE of 2,273,866, and an MAPE of 11.59%. Research demonstrates that the PSO-

Bagging ANNs model out performed other models [15]. The authors provide users with a range of prediction models to 

choose from, enabling them to select the one that best fits their needs. This approach allows users to make an informed 

decision about which model to use based on their specific requirements. 

 

3. Research Methodology  
3.1. Data Preprocessing  

The dataset that this study has chosen represents a list of Russian Real Estate Attributes with their prices. It contains 

5.4 million unique records, and it was taken from Kaggle, a platform where it consistently hosts various types of 

forecasting competitions. It contains data sets provided by various data scientists. The dataset that this study has chosen is 

located in Russia which can be seen in Figure 1 which contains all the data plotted on map using the longitude and 

longitude in each real estate record in the dataset using matplotlib and it contains 12 independent variables which publish 

data, publish time, latitude, longitude, region, type of building, type of object, story level, apartment level, number of living 

rooms, estate area, and kitchen area and 1 dependent variable, the real estate price. We will use data and time columns as 

indicators of time series data Table 1. All these variables will be used as they provide significant details about real estate, 

which will provide better insight into the real estate. The date and time columns will be used as an indicator of time series 

data. Furthermore, this data set has the coverage of real estate data from July 31, 2018 until April 30, 2021. The dataset is 

cleaned and transformed based on Figure 2 workflow. 
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Figure 1. 

Estate record in a dataset plotted on a map using matplotlib. 
 

Table 1. 
List of variable in data chosen. 

Feature name Description Type of data 

Publish date Date of publication of the real estate announcement Object 

Publish time Time of the real estate announcement published Object 

Latitude Latitude coordinates Float64 (Numeric) 

Longitude Longitude coordinate Float64 (Numeric) 

Region Region in Russia (State). Contains 85 subjects. Int64 (Categorical) 

Type of building Type of fascia. Panel type, monolithic type, brick type, blocky type, wooden 

type and others 

Int64 (Categorical) 

Type of object Type of apartment, secondary real estate market and new building Int64 (Categorical) 

Apartment level Floor of apartment Int64 (Categorical) 

Storey level Number of storeys Int64 (Categorical) 

Living room 

number 

Number of living rooms. -1 = Studio apartment Int64 (Categorical) 

Estate area The total area of the apartment Float64 (Numerical) 

Kitchen area Kitchen area Float64 (Numerical) 

Estate price Price of real estate (Rubles) Float64 (Numerical) 

 

 
Figure 2. 

Flow chart of data cleaning and processing. 
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3.2. RNN 

RNN is one of the ANN models designed to work with sequential data, such as time series, speech, or text data. The 

RNN contains a recurrent connection that enables them to store information from previous inputs and utilize it to have an 

impact on the processing of current inputs, unlike those traditional neural networks that only process inputs in a single 

forward pass. This is clearly because the context of earlier inputs is crucial for comprehending the current input. In 

addition, they are especially well suited for tasks such as language modelling, speech recognition, and machine translation. 

An RNN’s basic structure consists of a series of recurrent cells; each updating its internal state with each new input. Each 

time stepfeeds the cell with the input and its previous internal state, while the cell sends its output to the next cell in the 

sequence. This allows the network to maintain a "memory" of the previous inputs and use it to influence the processing of 

future inputs. LSTM networks and Gated Recurrent Units (GRUs)are two types of RNNs. These have extra features that 

help control the flow of information through the model and stop problem like vanishing gradients. Therefore, RNN was 

chosen because the data set used in this study contains real estate attributes, dates, and prices. 

 

3.3. RNN Mathematical Formula 

Recurrent neural networks are frequently trained using the Backpropagation Through Time (BPTT) learning process 

(RNNs) [27]. By unrolling the network over time, BPTT enables gradients to flow backward from the network's output to 

its input. Figure 3 shows the steps in the process, which are explained as follows: 

1) Forward pass: The input sequence is fed into the network as it is unrolled over time, creating a series of hidden 

states and output predictions. 

2) Error computation: For each iteration, the discrepancy between the projected output and the desired output is 

calculated. 

3) Backward pass: The chain rule of differentiation and backpropagation over time is used to calculate the gradients 

of the error concerning the network parameters. 

4) Parameter update: Using an optimisation approach, such as stochastic gradient descent, the network's parameters 

are adjusted (SGD). 

 

 
Figure 3. 

Workflow and formula of RNN. 
Source: Medsker and Jain [27] 

 

The disappearing and exploding gradient problem, which can make it challenging to train RNNs over lengthy 

sequences, can affect BPTT. Several approaches have been put forward to address this issue, including gradient clipping, 

and the use of LSTM or GRUs in place of conventional RNN cells, and gradient clipping. 

The first equation in Figure 3, represents the output of iteration t as Zt in the first equation. We calculate it as a bias 

term bz plus the multiplication of the weight matrix Whz and the value of the hidden state in iteration ht-1. 
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Following the second equation, the value of the hidden state at iteration t is represented as ht, and is calculated as the 

elementwise multiplication of the output of the activation function σ and the sum of two terms: the product of the dots 

between the weight matrix Wxh and the input at the current time step xt, and the product of the dots between the weight 

matrix Whh and the hidden state at the previous time step ht-1. 

The second equation updates the hidden state at a given time step based on the current input and the previous hidden 

state in the second equation, while the first equation essentially calculates the RNN’s output at a given time step based on 

the hidden state at the previous time step.Combined, these equations give the RNN the ability to handle sequential input by 

identifying temporal dependencies. 

This study adopts RNN with improvements based on Figure 4.An input layer, typically a vector representation of the 

sequence, first processes the input sequence.Each time step combines the current input vector (house prices) with the 

previous hidden state. The result is passed through an activation function to produce the new hidden state. The hidden state 

is then used to produce an output value, which is passed through an activation function to produce the predicted price for 

the next time step. Additionally, we train the network using a regression loss function like mean squared error, which 

gauges the discrepancy between the predicted and actual prices. The weights in the network are updated using 

backpropagation through time (BPTT), where the gradients are computed for each time step and accumulated over the 

entire sequence. 

 

 
Figure 4. 

Flowchart of RNN used in this study. 
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3.4. Genetic Algorithm 

Genetic Algorithm (GA) is a search heuristic [28]. It tends to mimic the process of natural selection, where the concept 

of elitism comes to life. Only the best of the best remains and that is the final solution. It is made possible by using 

population-based evolution. Usually we use GA to refine solutions with improved parameter settings. For example, as a 

metaheuristic function,GA can potentially optimise NUHL, but this is not a given [29, 30]. 

GA optimizes problems using an iterative approach, as shown in Figure 5, where the few main steps can be classified 

into: initializing the generation of new formulas, Calculation of Fitness of each formula, Selection process, Crossover 

process, and Mutation process. The GA process repeats itself until it meets the optimal solution criteria. Therefore, we can 

utilize GA to optimize NUHL in our RNN. This will provide the near-best possible solution for RNN for forecasting the 

real estate price. 

 

 
Figure 5. 

Flowchart of genetic algorithms. 
Source: Ding, et al. [28]. 

 

4. Result and Discussion  
The proposed model was conducted using Google Colab, and 1,288,430 samples were taken from the Kaggle platform. 

We used 1,030,744 samples as training data and the remaining 257,686 samples as testing data. The test size was set to 0.2, 

andthe dataset was split into 20% of the testing set and 80% of the training set to avoid overfitting or underfitting. Also, the 

appropriate NUHL has been determined using Genetic Algorithm as this algorithm optimises the hyperparameters. 

The proposed model implemented various numbers of hidden layers (NHL) with NUHL and obtained the results in 

Table 2 and Table 3. It is obvious that the result of the training data, which consists of MAE, MAPE, RMSE, and RRMSE, 

strikes the lowest figure when there are three hidden layers and 9 neurons in each hidden layer in Table 2. The result of the 
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validation data, which can be seen in Figure 6, retrieved a lower value than the training data, proving that there is no 

overfitting, and that the model performs well when it can identify unseen data. In this case, underfitting will not occur 

because there is a large amount of data to train the model. Table 2 also displaysthe comparison of models used by various 

studies. 

 
Table 2. 

GA-RNN performance of GA-RNN in training data. 

NHL NUHL MAE MAPE (%) RMSE RRMSE 

1 9 0.652 29.844 0.896 0.128 

2 10, 10 0.578 27.109 0.828 0.119 

3 9,9,9 0.600 26.307 0.786 0.113 

4 2,2,2,2 0.731 34.251 1.018 0.146 

5 2,2,2,2,2 1.176 50.551 1.514 0.217 

10 12,1,1,1,1,1,1,1,1,1 1.176 50.562 1.514 0.217 

 
Table 3. 

Performance of GA-RNN in validation (VAL) data. 

NHL NUHL VAL MAE VAL MAPE (%) VAL RMSE 
VAL 

RRMSE 

1 9 0.649 29.660 0.893 0.128 

2 10, 10 0.584 26.043 0.834 0.120 

3 9,9,9 0.558 26.094 0.781 0.112 

4 2,2,2,2 0.730 34.218 1.013 0.145 

5 2,2,2,2,2 1.176 50.546 1.414 0.202 

10 12,1,1,1,1,1,1,1,1,1,1 1.176 50.459 1.516 0.217 
 

 

 
Figure 6. 

Loss curve of RNN-GA modelwith 3 NHL. 
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Table 4. 

Comparison of RMSE, MAE, MAPE, RRMSE if each model proposed by different studies. 

Study Model used RMSE MAE MAPE (%) RRMSE 

Tchuente and Nyawa [4] RF 47992 30225 - - 

Gokalani, et al. [6] RF - 379622.34 - - 

Xu and Zhang [17] LM - - - 0.98 

Ho, et al. [7] RF 0.089 - 0.323 - 

Li, et al. [8] EEMD 3174 - 5.62 - 

Liu and Liu [9] GA-LSTM 41 40 0.06 - 

Nazemi and Rafiean [10] GMDH 4.98 24.84 3.26 - 

Pai and Wang [12] LSSVR - - 0.228 - 

Ge, et al. [13] ANN 0.004 - 15.11 - 

Monika [14] Light GBM 104893.009 - - - 

Xu [11] NN 2.041 - - - 

Liu and Wu [15] WOA-MHES 138.858 - 0.79 - 

Wang, et al. [2] ARIMA 7671 - - - 

Chou, et al. [16] POS-Bagging ANN 3390016 2273866 11.59 - 

Li, et al. [20] XGBoost 0.057 0.039 0.825 - 
Note: POS = Part-of-speech. 

 

Due to the proposed model’s normalization to the range from 0 to 1 to reduce noise, the MAE in Table 2 was lower 

than the results in Table 4.Therefore, the real value of MAE was $558,400 when NHL is three and NUHL is 9. In other 

words, the difference between actual housing prices and predicted housing prices was estimated to be approximately 

$558,400. It can be see that there is an enormous difference between the MAPE values in Table 2 and Table 4 because the 

combination of characteristics in the data set and the model chosen for each study is different. In this study, the dataset 

consists of continuous data, but it is not a time series dataset. Hence, the result may not seem ideal in this case and lead to 

an enormous difference between actual and forecasted housing prices. 

Furthermore, due to the incorporation of a genetic algorithm with a recurrent neural network, it will automatically 

optimise the best numbers of neurons in each hidden layer for the proposed model. As a result, less time is required for the 

implementation of the proposed model. However, this research displayed a bad outcome as the dataset chosen was not a 

time series dataset but was implemented using RNN, which is a time series model. Also, the features used, such as the 

geographic latitude and longitude, should be processed before being adopted into our proposed model; otherwise, it may 

lead to inaccurate results. Other than that, there is another limitation for this study where the feature chosen for this dataset 

only included building specifications, but other studies included factors surrounding real estate such as public 

transportation, quality of the area, population density, distance to the city, green view index, and so on, and this proves that 

there are other important variables that would affect the housing price. 

 

5. Conclusion 
In this study, GA was used to optimize the NUHL in RNN to forecast the real estate price in Russia. The publish date, 

publish time, latitude, longitude, region, type of building, type of object, apartment level, story levels, number of living 

rooms, estate area, and kitchen area were used as input parameters, and real estate price was used as an output parameter in 

the models. Based on the historical data used to forecast real estate prices using the proposed model, the best results 

obtained from our model are MAE = 0.5597%, MAPE = 26.3066%, RMSE = 0.8925, RRMSE = 0.1127, VAL MAE = 

0.5584, VAL MAPE = 26.0943%, VAL RMSE = 0.7810%, VAL RRMSE = 0.1119%. In this study, the performance of 

GA-RNN with three hidden layers and nine neurons was the best for predicting the price of real estate compared to other 

ranges, as this range provided the lowest MAE, MAPE, and RMSE.  

In future work, the feature selection process can consider not only building specifications but also more significant 

features related to housing prices. Different types of data can be part of the measuring parameters, such as reviews and 

comments from various social media platforms, amenities, crime rate, and external building characteristics, to improve the 

performance of the model’s output results. When the chosen data set contains geographic information, geocoding could 

enhance the performance of the stated model. Instead of using a time series model, which is not suitable in this case, we 

should replace the proposed model with an appropriate one for the modeling part. 
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