
863 

International Journal of Innovative Research and Scientific Studies, 7(3) 2024, pages: 863-877  

 

 

ISSN: 2617-6548 

 
 

URL: www.ijirss.com 

 
 

 
 

The development of a model for the threat detection system with the use of machine learning and 

neural network methods 

 Olga Ussatova 1,3,  Aidana Zhumabekova1,2*,  Vladislav Karyukin1,2,  Eric T. Matson4,  Nikita Ussatov1,5 

 

1Institute of Information and Computational Technologies, Almaty, Kazakhstan. 
2Al-Farabi Kazakh National University, Almaty, Kazakhstan. 

3Almaty University of Power Engineering and Telecommunications named after G. Daukeyev, Almaty, Kazakhstan. 
4Purdue University, West Lafayette, USA. 

5Turan University, Almaty, Kazakhstan. 

 

Corresponding Author: Aidana Zhumabekova (Email: zhumabekova2702@gmail.com) 

 

  

Abstract 

This study examines the development of a model for the threat detection system with the use of machine learning and 

neural network methods. The fast development of Internet technologies has led to the appearance of many digita l system s 

and platforms. However, despite the impressive technological progress, another side also emerged in the spread of a 

massive number of different cyber threats. Although various ways have been created to detect and prevent them, the threats 

are also developing and becoming more complex each year. Therefore, new system defense and data protection methods 

using machine and deep learning approaches ha ve been proposed recently. The methods based on these approaches have 

proved to be especially effective in the wave of new Artificial Intelligence applications. In this paper, a  threat detection 

system has been designed to disclose different kinds of threa ts while maintaining the security, confidentiality, and 

availability of the computer system. The development of machine learning m odels for detecting DDoS and man-in-the-

middle attacks, Structured Query Language (SQL) injections, phishing, and malware was examined. The data scaling, 

feature selection, feature extraction, and classification steps were also thoroughly described. Naïve Bayes, Logistic 

Regression, Decision Tree, Random Forest, XGBoost, CatBoost, and Deep Neural Network algorithms were utilized for 

training the cyber threat detection models. The experimental results evaluated all the models using accuracy, precision, 

recall, and F1-score metrics. The best models achieved scores in the range of 0.90 to 1.00. 
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1. Introduction 
Today, digital systems and technologies are widespread in all aspects of life. Therefore, cyberattacks [1] occur very 

often. Detecting dangerous programs and protecting confidential information is always an urgent problem and a key asset 

for cybersecurity experts. The number of cybercriminals and types of threats [2] has grown significantly recently. 

Moreover, cyberattacks are becoming more challenging and complex than ever. In order to provide protection against such  

cyberattacks [3],cybersecurity [4] actions are aimed at protecting users, their information systems, networks, and p rograms. 

Different measures have been taken to develop cybersecurity in Kazakhstan, including the concept called “Cyber 

Shield of Kazakhstan,” which is implemented to solve the problem of cyberattacks. In addition, governmental and non -

governmental organizations are working together to develop and enhance cybersecurity methods [5]. As part of the 

information security event, Kaspersky Lab experts studied Kazakhstan’s most common cyber threats in 2022. Las t year, the 

company’s defense Web Solutions blocked 109,183,489 unique malicious objects. This year’s analysis shows that the most  

common cyber threats include spam and malware attacks, such as phishing and malicious documents [6], spyware, and 

crypto miners. 

Different types of threats and attacks exist. Among the most widesprea d are Denial of Service (DoS) and Distributed 

Denial of Service (DDoS), Man-in-the-Middle (MiTM), SQL injections, phishing, and malware. DoS and DDoS attacks are 

prevalent types of attacks. A DoS attack is a cyberattack that crashes a single computer or device by sending malicious files  

to the system, overloading the network, and making it almost entirely unavailable. By flooding the website with traffic, it is 

possible to achieve this goal while preventing it from responding to other legitimate users. A DDoS attack is carried out by 

simultaneously sending malicious data to the system through several devices. This type of attack is difficult to control and 

block because the attacker quickly sends a stream of traffic from multiple devices to the victims [7]. These attacks pose a 

significant risk for multiple services, as the assaults utilize various legitimate channels to send hundreds and thousands of 

messages, making them difficult to block. DoS and DDoS attacks are shown in Figure 1. 

 

 
Figure 1. 
Differences between DoS and DDoS attacks. 
Note: Ussatova, et al. [7]. 
 

The MiTM attack is an attack where the intruder intercepts the communication between two sides, staying unnoticed 

by both of them. In this scenario, the attack is revealed only when the information is stolen [8]. The intruders can access 

information by staying in passive or active roles. Passive intruders quietly steal bank account data, bank card numbers, or 

other confidential information by being outside observers of the information. At the same time, an active attacker becom es 

a participant who emulates the system by changing the content of information, transferring illegal money, or pretending to 

be its legal participant. A web application or website user exchanges sensitive data without noticing the attack, pretending 

that a legitimate exchange of information is taking place. A MiTM attack is demonstrated in Figure 2. 
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Figure 2.  

A MiTM attack. 
  Note:   Sivasankari and Kamalakkannan [8]. 
 

A phishing attack is one of the most common types of fraud  used to access users’ confidential data. In this type of 

attack, an intruder creates a malicious website that looks very similar to the legitimate one and sends the links via differe nt 

communication channels. The forms of distribution of phishing attacks are various. In electron ic phishing, intruders send 

emails andShort Message Service(SMS) with malicious links [9]. In search phishing, intruders design a non-legitimate 

website, creating a link leading to it. The links are also promoted in search engines with the use of common indexing 

mechanisms. If users open such links, they are directed to the specific website where scammers achieve their goal by 

gaining access to users’ valuable data [10]. 

The SQL injection attack is one of the most common and dangerous cyberat tacks carried out by cybercriminals for 

unauthorized access to the database management systems of web applications [11]. Intruders create dangerous SQL codes 

to access and manage sensitive information [12]. This type of attack can affect both the base structure and the data itself, 

including its consequences: disclosure, theft, modification, destruction of confidential data, an d complete system hacking 

[13]. 

A program or piece of code that damages a computer system is called malware. Malware programs are usually spread 

via the Internet and removable devices, such as f lash drives. They influence the systems by dropping the computer’s 

performance, reducing itshard disk drive(HDD) and solid-state drive(SSD) free space, and popping up various 

advertisements on the screen. This situation obviously shows that the user’s co mputer system is infected with malware. 

Dangerous malware continues to perform malicious actions, stealing files with sensitive data and hiding them inside the 

computer. 

Generally, the number of cyberattacks is growing daily, and new effective methods and models must be developed to 

detect and prevent them successfully. This paper focuses on the machine learning (ML) approach for detecting cyber 

threats in a system. Section 2 observes related literature that describes the methods for detecting cyber threats. Section 3 

describes the architecture of the system and the steps for developing ML models for detecting DDoS and MiTM attacks, 

SQL injections, phishing, and malware. Section 4 shows the experimental results of the ML model’s development. Finally, 

Section 5 observes the full content of the paper and proposes the outlines for future works. 

 

2. Related Works 

Many works are devoted to developing effective Internet threat detection and information defense methods. In Biswa s 

and Roy [14], there was a study of the detection of botnet threats using Deep Learning (DL) approaches, such as Artificial 

Neural Networks (ANN), Long Short-Term Memory (LSTM), and Gated Recurrent Units (GRU) models. The experiments 

have shown that the GRU model is effective for processing large amounts of data, achieving excellent results with an 

accuracy of around 99%. In Zarandi and Sharifi [15], the authors used a deep neural network (DNN) to test the detection o f  

cyberattacks in cyber-physical systems. In the experimental results, the 2-layer neural network (NN) allowed for an 

accuracy score of 80%-90%. The DL approach can make cybersecurity much simpler by detecting various threats. The 

authors of Poonguzhali, et al. [16] studied the method of revealing malicious software using convolutional neural networks 

(CNN). The dangerous code was transformed into grey-scaled images and classified with CNN, reaching an accuracy score 

of about 94.01%. In Cai and Li [17], the industrial Internet threat identification system was explored, where the main focus 
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was on analyzing the natural gas pipeline and wastewater treatment plant datasets. The implemented Recurrent Neural 

Network (RNN) model got an a ccuracy score of 99%. The paper bySstla, et al. [18] explored the use of the Support Vector 

Machine (SVM) and DNN models in Intrusion Detection Systems. SVM used different kernels in the designed models, and 

DNN implemented various activation functions. The radial basis function(RBF) Kernel for SVM achieved an accuracy 

score of 85%, while the sigmoid activation function for DNN gave an accuracy score of 83% to 97%. In Al Razib, et al. 

[19], the authors experimented with and conducted research on a DL software system to detect attacks in IoT. The prop osed 

DNN-LSTM model showed high performance scores, reaching an accuracy value of 99.55%. The authors of the 

article,Safat, et al. [20], conducted an empirical analysis to detect and predict crime using various ML and DL methods. A 

lot of machine learning algorithms were used to sort the crime datasets from Chicago and Los Angeles. These included 

Naïve Bayes (NB), SVM, Decision Tree (DT), Random Forest (RF), Multilayer Perceptron and more. This helped get high 

scores for accuracy, precision, recall, and F1. Najafimehr, et al. [21]present a complex hybrid method that uses 

unsupervised and supervised ML approaches for detecting DDoS attacks. Thedensity-based spatial clustering of 

applications with noise(DBSCAN) clustering algorithm is applied to find benign and malicious traffic. When the data is 

labeled, the dataset is classified using such ML algorithms as RF and SVM. There was a performance improveme nt 

compared to NB, DT, RF, and SVM ML algorithms. The paper byGao, et al. [22] focuses on building an intrusion detection 

system using DL and association a nalysis. The binary classification models on the NSL‐KDD dataset showed an accuracy 

score of around 80%, and multiclass cla ssification models demonstrated an accuracy score of 76%. The authors of the 

paper [23], used different ML and DL models to detect DDoS attacks. The designed models allowed getting accuracy 

scores above 95%. In Karim, et al. [24] the combined hybrid Logistic Regression,SupportVector Machine, Decision 

Tree(LSD)model, which implemented Logistic Regression (LR), SVM, and DT algorithms, was proposed to prevent 

phishing attacks. This model reached a high accuracy score above 92%. The authors of the paper,Awajan [25] showed an 

intrusion detection system for IoT devices utilizing DL approaches. It detected various at tacks, such as DDoS, sinkholes, 

and workholes, with a score of around 93%. Table 1 presents specifications, advantages, and drawbacks of other significant  

research papers in the field of threats and attack analysis with ML models. 

 
Table 1. 
Research works and their features. 

Study Specifications Advantages and drawbacks 

Nguyen and Le [26] In this research, DoS and DDoS attacks on 

three datasets were evaluated. The 

classification was implemented with the 

newly developed Soft-ordering CNN 

(SOCNN) deep neural network. 

 

 

The experimental results showed 

impressive F1-score values of 98.94%, 

91.68%, and 96.07% for these three 

datasets. Despite the strength of the 

proposed model in detecting DoS and 

DDoS attacks, it is useful to check its 

performance on other types of attacks. 

Elsayed, et al. [27] This paper presents a secure automated 

system that uses a Long Short-Term 

Memory (LSTM) network. It focuses on the 

classification of DoS, DDoS, MitM, 

Password, and SQL Injection attacks. The 

scores of accuracy, precision, recall, and 

F1-score achieved values of 96.56%, 

97.3%, 97.35%, and 97.4%, 

correspondingly. 

The experiments of this research explored 

a large number of different threats, but 

they lacked focusing on real-world 

Internet 

of Things networks composed of mobile 

devices. 

 

 

Bhayo, et al. [28] The research of this paper analyzes the 

machine learning DDoS detection module. 

Three machine learning algorithms, Naïve 

Bayes, Decision Tree, and Support Vector 

Machine, were used for the dataset 

classification. They allowed to achieve 

accuracy score rates of 97.4%, 96.1%, and 

98.1% for NB, SVM, and DT, respectively. 

The classification models built in this 

research work received good accuracy 

scores, but the experiments could be 

strengthened with neural network models. 

 

3. Materials & Methods 
An Internet threat detection system is addressed to reveal various threats to the computer system, severely 

compromising its security, confidentiality, and availability. It uses the host and network devices and their configurations to 

detect different kinds of suspicious traffic incoming to the network. The system is aimed at being deployed for monitoring 

malicious attacks on the system’s infrastructure. This system is designed to prevent various threats such as DDoS [29, 

30]MiTM attacks [31], SQL injections [12, 32], phishing [33, 34] and malware [35] and requires training corresponding 

ML models built on high-quality datasets. The scheme of threat detection with ML models in server and network 

infrastructure is shown in Figure 3. In this system, threats from Internet sources try to breach the system  by avoiding its 

firewall. When these attacks reach the web and database servers, ML models analyze the traffic and define whether it is 

benign or malicious. 



  International Journal of Innovative Research and Scientific Studies, 7(3) 2024, pages: 863-877 

867 

 
Figure 3. 
Threat detection scheme. 

 

The following steps are taken to train the models: dataset processing, data scaling, feature selection and feature 

extraction, and classification with ML algorithms (NB, LR, DT, RF, extreme gradient boosting (XGBoost), CatBoost, and 

DNN). The algorithm of the system is shown below, and the scheme of the steps is reflected in Figure 4. 

1. Loading the dataset– _df data . 

2. Scaling the dataset to make values of the dataset’s features in the same range. 

( )_ _   _df data scaled MinMaxScaler df data=  

3. Using the Chi-square feature selection technique to get the most important features for the DDoS, MiTM, phishing, 

and malware datasets models. 

( _ 2, 20)bestfeatures SelectKBest score func chi k= = =
 

Using the tf-idf feature extraction measure to vectorize sentences for the SQL injection dataset. 

()vectorizer TfidfVectorizer=
 

4. Assigning a set of features and labels to variables. 

Getting the best features for the DDoS, MiTM, phishing, and malware datasets models. 

   _ _X df data scaled bestfeatures=
 

Extracting features for the models of the SQL injection dataset. 

. _ ( _ _ [' '])X vectorizer fit transform df data scaled Sentence=
 

_ _ [' ']y df data scaled Label=
 

5. Splitting the dataset into training and testing parts. 

_ , _ , _ , _ _ _ ( , , _ 0.3)x train x test y train y test train test split X y test size= =
 

6. Classifying with the ML algorithms. 

_ . ( _ , _ )ml classifier fit x train y train
 

_ _ . ( _ )y pred ml classifier predict x test=
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Figure 4. 
Training ML models. 

 

3.1. Datasets 

Five datasets on the described threats were taken from the Kaggle website. A dataset containing many attacks that were 

received using various devices for detecting and generating DDoS traffic was used to determine DDoS attacks. This dataset 

includes 6,373,397 data points and 83 features. Among the most significant features are “Src  Internet Protocol(IP),” “Src 

Port,” “Dst IP,” “Dst Port,” “Protocol,” and others. The dataset for detecting the MiTM attacks contains traffic from large 

commercial systems. As in the case of DDoS attacks, this dataset also includes 2,504,267 data points and 115 features. The 

dataset of phishing threats includes 5,000 legitimate and 5,000 phishing web pages, and a set of 48 features characterizes it.  

The SQL injection dataset comprises safe and dangerous SQL commands, enabling data extraction from websites. It 

consists of 68,553 commands, each represented a s a feature and a corresponding class label indicating its safety level 

(dangerous or safe). The malware dataset encompasses details about software specifically crafted to interfere, cause ha rm , 

or illicitly access computer systems. This dataset includes information on 216,351 programs, categorizing them as benign 

or hazardous, and is characterized by 53 features. Table2 presents the distribution of classes. 

 
Table 2. 
Threat class distribution. 

Dataset Legitimate Malicious 

DDoS 3,137,090 3,236,307 

MiTM 1,358,995 1,145,272 

SQL injection 44,632 23,921 

Phishing 5,000 5,000 

Malware 140,849 75,502 

 

3.2. Data Scaling 

Data scaling techniques are approaches that enable the normalization of differences among feature values, u lt im a tely  

enhancing the performance of ML algorithms. Observing the scenario where two features exhibit ranges of values from 0 to 

1 and 0 to 120,000, respectively, the utilization of these values can adversely affect the models, as one feature ma y 

disproportionately influence the outcomes. Applying scaling techniques addresses this problem, resulting in more accurate 

and balanced model predictions. 

There are multiple scaling techniques called min-max scaling, mean scaling, and standardization. In the conducted 

experiments, the features of the datasets undergo min-max scaling, which involves applying a formula to obtain values 

within the range of [0,1]. 

 

' min( )

max( ) min( )

x x
x

x x

−
=

−
, (1) 
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Where x  is an initial value and 
'x  is a  normalized value. 

 

3.3. Feature Selection and Extraction 

The input data on which ML models are trained is essential. However, when large datasets are gathered, they contain 

some features that do not significantly influence the performance of the models. Moreover, a  massive amount o f  da ta ca n  

even delay the training process. The feature selection techniques are designed to solve this issue by reducing the number of 

dataset features and eliminating irrelevant data. There are different methods of feature selection , grouped into categories: 

Filter methods (Chi-Square, Information Gain, Fisher’s Score), Wrapper methods (Forward Selection, Backwards 

Elimination), Intrinsic methods (Lasso and Ridge Regression), etc. 

The Chi-square method is used as a feature selection technique in the experimental part. This method is a statistical test 

utilized to determine if there is a statistically significant association between two variables. The Chi-square method is well 

suited for selecting categorical features, especially when the target variable is categorical. It has  the following 

characteristics: 

• Ease of Use: The Chi-Square method is easy to apply to a dataset and does not require complex calculations or 

additional data processing. 

• Selection of features based on their importance: The Chi-square method evaluates the importance of each feature by  

calculating the statistical relationship between the feature and the target variable. In this way, the most important 

features can be selected and the less significant ones excluded, which helps improve the model’s performance.  

• Model Independence: The Chi-Square method can be applied regardless of the ML model, making it versatile and 

easy to use. 

Other feature selection techniques could be chosen. However, the following changes can occur in th is way: 

• Detection of new important features: Some methods can detect essential features that the Chi-square method missed . 

For example, methods based on mutual information can detect important interactions between features. 

• Exclusion of less important features: If the Chi-square method includes features unrelated to the target variab le, 

another method can exclude them, thereby improving the model’s performance. 

• More or less model complexity: Using a different feature selection method may result in a model with more or fewer 

features. It can affect the performance and complexity of the model. 

• Changing data requirements: Some feature selection methods may require a specific data type or preprocessing.  

It is important to note that no best feature selection method exists for all situations. Its choice depends on the nature o f  

the data and the specific solved problem. 

The Chi-square metric is calculated as follows:  

 

2
2 ( )i i
c

i

B A
x

A

−
= ,   (2) 

Where B  is an observed value, A  is an expected value, and c  is a  degree of freedom. 

In the phishing dataset, the query sentences are required to be vectorized. For this purpose, the tf-idfmeasure is 

utilized.This measure is one of the most efficient and commonly used vectorization methods. Tf covers the occurrence o f  a  

single word in an SQL sentence command, and it includes two components: tf (term frequency) and idf(inverse document 

frequency). Thus, the importance of a word it  within a single sentence is evaluated: 

1

( , ) i
k

i
i

n
tf t s

n

=

=



 ,  (3) 

 

Where in  is the number of occurrences of a word in a sentence, and the denominator is the total number of words in  a  

sentence. 

Idf is the inverse of the frequency where a certain word occurs in sentences. The implementation of idfreduces the 

weight of commonly used words.There is only one idf value for each unique word within a given set of sentences:  

 

| |
( , ) log

| ( ) |i i

S
idf t S

s t
=


,  (4) 

 

Where | |S  is the number of sentences in corpora; | ( ) |i is t is the number of sentences where it  occurs. 

After calculating the values of tf and idf, both parts are multiplied: 

 

𝑡𝑓 − 𝑖𝑑𝑓 =  𝑡𝑓 × 𝑖𝑑𝑓  (5) 
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3.4. Machine Learning Algorithms 

Attack identification is usually associated with anomaly detection and classification tasks. ML models a re utilized for 

classifying attacks and threats. The choice of the most appropriate ML model depends on the data’s nature and the task’s 

specific requirements. This research tests ML models such as NB, LR, DT, RF, Extreme Gradient Boosting (XGBoost), 

CatBoost, and DNN in the threat detection task. These algorithms proved to be effective in building advanced cybersecurity 

models in many research projects. 

An NB [36] is one of the simplest ML algorithms. It considers each feature independent of others and implements the 

Bayesian formula to compute the conditional probability. The Bayesian formula is calculated as follows:  

 

( | ) ( )
( | )

( )

P A B P B
p B A

P A


= ,   (6) 

 

Where P(B) is a prior probability that the label is observed; P(A) is a prior probability that a feature has occurred; 

P(A|B) is a prior probability that a feature is classified as a label. 

An LR [37] is another ML algorithm that uses a sigmoid function to predict the values of labels between 0 and 1. The 

formula for an LR is shown below: 

 

( )

1
( )

1 f x
p x

e−
=

+
, (7) 

Where, 0 1 1( ) ... r rf x w w x w x= + + +  is a  function and 0 1, ,..., rw w w  are the corresponding weights.  

DT and RF algorithms work well with large data sets and can handle categorical and numerical features. They also 

provide good model interpretability. 

A DT [38] is one of the most efficient ML algorithms. It uses a tree structure with N nodes that contain conditions for 

classifying data points according to their features. In this structure, some feature is chosen on the first step, and all points 

that include it are put on one side, and points that do not include it are put on  the other side. This procedure continues in 

cycles until the leaf nodes are reached. A DT is shown in Figure 5. 

An RF [39] algorithm, designed as an ensemble learning mechanism, includes multiple decision trees. It proves to be 

very effective because not only does a single tree decide which class a new data point is assigned to, but a whole group of 

trees does it by the majority vote of all of them. An RF algorithm is shown in Figure 6. 

Ensemble models such as (XGBoost) can perform very well by combining the power of several “weak” models. 

XGBoost [40] is an ensemble gradient-boosting algorithm that implements boosting classifiers where the succession modes 

lower the values of loss functions, reducing the errors of early-used models. The predictions of an ensemble algorithm are 

computed at each iteration. CatBoost [41] is another high-performance gradient-boosting algorithm based on decision trees. 

Yandex created it, and many ML tasks showed it to be effective. 

 

 
Figure 5. 
A decision tree algorithm. 
Note:   Alshathri, et al. [38]. 
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Figure 6. 
A random forest algorithm. 
Note:   Li, et al. [39]. 

 

Artificial Neural Networks (ANN) [29] encompass a range of architectures, including Deep Neural Networks (DNN), 

Convolutional Neural Networks (CNN), and Recurrent Neural Networks (RNN). These networks handle extensive datasets 

and uncover intricate patterns, making them particularly effective for tasks where manual interpretation of features is 

challenging. DNN is a specific model within the broader NN category, characterized by two or more hidden layers. This 

NN comprises an input layer for receiving input data, hidden layers with nodes referred to as neurons, and an output layer 

containing one or more neurons.DNN can be effective in detecting attacks on complex or large datasets. The scheme of 

DNN is shown in Figure 7. 

 

 
Figure 7. 
Deep neural network. 
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In the DNN model, 
1 2, ,..., fx x x x=  is an input vector; 

1 2, ,..., iw w w  are weights connecting each layer; 

1 2, ,..., ib b b  are biases; 1 2,y y  are output values. The structure of the DNN model used in the experiments has the 

following form, shown in Table 3. 

 
Table 3. 
The structure of the DNN model. 

Layer (type) Output shape Param # 

dense_3 (Dense) (None, 256) 5376 

activation_3 (Activation) (None, 256) 0 

dropout_2 (Dropout) (None, 256) 0 

dense_4 (Dense) (None, 128) 32896 

activation_4 (Activation) (None, 128) 0 

dropout_3 (Dropout) (None, 128) 0 

dense_5 (Dense) (None, 1) 129 

activation_5 (Activation) (None, 1) 0 

Total params: 38401 

Trainable params: 38401 

Non-trainable params: 0 

 

It is important to consider that there is no best ML model for all tasks. Choosing the right model depends on the nature 

of the data, scenario, interpretability, and performance requirements. 

Comparing different ML models involves looking at many different factors. Here are some key aspects that are 

commonly compared: 

• Performance: One of the most important factors is the ability of the model to predict the results correctly. It can be 

measured using accuracy, precision, recall, F1-score metrics, a rea under thereceiver operating characteristiccurve 

(AUC-ROC), and others, depending on the task. 

• Learning Rate and Prediction: Some models learn and make predictions faster than others. It can be critical in real-

time scenarios. 

• Handling missing data: Some models may be better for handling data with missing values.  

• Data processing requirements: Some models require the data to be scaled or normalized before training, while others 

may operate on raw data. 

• Interpretability: Some models, such as DT, are easier to interpret than others, such as NN. 

• Overfitting resistance: Some models, such as RF, have built-in mechanisms that help prevent overfitting. 

• Resilience to imbalanced classes: Classes can be highly imbalanced in some tasks, such as anomaly detection or 

attack identification. Some models may be better at solving these problems than others.  

Depending on specific applications and requirements, some factors may be more important than others. Testing several 

models to determine which best suits the needs is generally recommended. 

 

4. Results 
The experiments were conducted on the workstation with the following specifications: Core i7 4790K, 32 GB RAM, 1 

TB SSD, and NVIDIA GeforceRay Tracing extreme(RTX) 2070 Super. 

Five datasets containing DDoS, MiTM, SQL injection, phishing, and malware threats were processed for classification 

models. The categorical features of these datasets were encoded, and the Min -Max scaler was applied to all features. The 

dimensions of the datasets were reduced with the Chi-square technique, leaving the twenty most important features. The 

SQL injection dataset’s commands were vectorized with the tf-idf measure. All the datasets were split into 70% training 

and 30% testing parts. Then, they were classified with seven presented ML algorithms. 

The performance was evaluated by accuracy, precision, recall, and F1-score measures: 

 

TP TN
accuracy

TP FP TN FN

+
=

+ + +
, (8) 

 

TP
precision

TP FP
=

+
, (9) 

TP
recall

TP FN
=

+
, (10) 

 

1_ 2
precision recall

F score
precision recall


=

+
, (11) 
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whereTP represents a positive instance that is correctly classified; TN represents a negative instance that is correctly 

classified; FP represents a positive instance that is incorrectly classified;  andFN represents a negative instance that is 

incorrectly classified. 

The classification results are presented in Table 4. 

 
Table 4. 
The classification of datasets. 

Datasets NB LR DT RF XGBoost CatBoost DNN 

DDoS 

Accuracy 0.90 0.98 1.00 1.00 1.00 1.00 1.00 

Precision 0.89 0.97 1.00 1.00 1.00 1.00 1.00 

Recall 0.91 0.99 1.00 1.00 1.00 1.00 1.00 

F1-score 0.90 0.98 1.00 1.00 1.00 1.00 1.00 

MiTM 

Accuracy 0.68 0.98 1.00 1.00 1.00 1.00 0.98 

Precision 1.00 0.97 1.00 1.00 1.00 1.00 0.97 

Recall 0.30 0.99 1.00 1.00 1.00 1.00 0.99 

F1-score 0.46 0.98 1.00 1.00 1.00 1.00 0.98 

SQL injection 

Accuracy 0.97 0.99 0.99 0.99 0.99 0.99 0.99 

Precision 0.98 0.99 0.99 0.99 0.99 0.99 0.99 

Recall 0.94 0.97 0.98 0.98 0.98 0.98 0.98 

F1-score 0.96 0.98 0.99 0.99 0.99 0.99 0.99 

Phishing 

Accuracy 0.83 0.91 0.96 0.97 0.97 0.97 0.96 

Precision 0.91 0.89 0.96 0.97 0.97 0.97 0.96 

Recall 0.73 0.93 0.97 0.97 0.97 0.97 0.97 

F1-score 0.81 0.91 0.96 0.97 0.97 0.97 0.96 

Malware 

Accuracy 0.65 0.92 0.98 0.99 0.99 0.98 0.96 

Precision 0.43 0.91 0.98 0.99 0.98 0.98 0.95 

Recall 0.02 0.87 0.97 0.98 0.98 0.97 0.94 

F1-score 0.04 0.89 0.97 0.98 0.98 0.98 0.94 

 

The graphics of histograms and AUC-ROC curves are shown in Figures 8-12. 

 

 
Figure 8. 
Graphics for DDoS attacks. 
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Figure 9. 
Graphics for MiTM attacks. 

 
 

 
Figure 10. 

Graphics for SQL injections 
 

 
Figure 11. 
Graphics for phishing. 
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Figure 12. 
Graphics for Malware. 

 

The results of the classification models showed that most of the applied algorithms, except NB, demonstrated perfect 

scores, reaching values of accuracy, precision, recall, and F1-score in the range of 0.90 to 1.00. The achieved scores proved  

that the proposed models were effective in reaching high accuracy scores. The obtained metrics scores demonstrated the 

efficiency of the used ML models in the threat classification task. Although the accuracy values in the range of 95%-100% 

are suspicious, it must be noted that the experimental part included the results of the work of seven trained ML models tha t  

eliminated the possibility of overfitting. It also has to be stated that the datasets used in these experiments were we ll 

prepared and cleared of noise. In addition, DT, RF, XGBoost, and CatBoost m ostly had the same scores. This shows that 

these models work well with data that has complex relationships and non-linearirties, and they can handle overfitting well 

by using ensemble methods or deep tree structure.  

 

5. Conclusions 
As digital systems have grown significantly in recent years, the number of threats occurring there has also m ultiplied. 

These different cyberattacks are becoming increasingly serious, bringing new challenges to defense systems. Old ways of 

protection are getting less relevant, requiring new intellectual approaches to build advanced ML models. Therefore, the 

greatest priority is directed towards building such systems that can be protected from various kinds of attacks and threats.  

This paper proposes a system whose main defense is based on ML models to protect its servers from threats like 

DDoS, MiTM, SQL injections, phishing, and malware. The ML models were trained on a  dataset containing benign and 

malicious data. In order to train high-quality ML models, the following steps, such as data scaling, feature selection, feature 

extraction, and classification with NB, LR, DT, RF, XGBoost, CatBoost, and DNN algorithms, were implemented: The 

developed models were evaluated using accuracy, precision, recall, and F1 -score metrics. The LR, DT, RF, XGboost, 

CatBoost, and DNN allowed for scores of 0.90-1.00, which are excellent results for utilizing these models in the proposed 

system. 

In future papers, it is planned to enhance security in more complex systems, using advanced intellectual approaches 

based on ML and NN models and extending the range of threats and attacks they can detect and prevent. 
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